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Abstract— The benefits of e-commerce in marketing have 

grown more obvious with the fast expansion of the Internet. 

Consumers, on the other hand, find it difficult to pick among a 

wide range of similar items. Consumers provide input on the 

purchasing process in the form of remarks, which influences 

the purchasing choices of other users. Social media is quickly 

becoming a prominent and popular technology platform that 

enables individuals to express personal thoughts on topics of 

mutual interest. These perspectives are useful for making 

decisions. People want to hear what others have to say before 

making a choice, while businesses want to keep an eye on what 

people are saying about their goods and services on social 

media and take necessary action. Sentiment analysis (also 

known as opinion mining or emotion AI) is the systematic 

identification, extraction, quantification, and study of 

emotional states and subjective information using natural 

language processing, text analysis, computational linguistics, 

and biometrics. Sentiment analysis is commonly used in 

marketing, customer service, and clinical medicine to analyze 

opinion of the customer materials such as comments and 

survey replies, as well as online and social media and 

healthcare resources. More complex data domains, such as 

news stories, where writers often convey their 

opinion/sentiment less openly, may now be evaluated thanks to 

the emergence of deep language models. In today's marketing 

techniques, it's critical to understand client attitudes. It will not 

only provide firms with information about how their 

consumers perceive their goods and/or services, but it will also 

provide them with suggestions on how to enhance their 

offerings. This study aims to decipher the relationship between 

several characteristics in customer reviews on a women's 

clothes e-commerce site, as well as categorize each review as to 

whether it suggests the reviewed product or not, as well as if it 

contains positive, negative, or neutral attitude. To accomplish 

these objectives, we used univariate and multivariate analysis 

on dataset characteristics, as well as a bidirectional RNN with 

LSTM for sentiment classification and recommendation. A 

recommendation is a major predictor of a good sentiment 

score, and vice-versa, according to the findings. Ratings in 

product reviews, on the other hand, are shaky indications of 

sentiment scores. We also discovered that the bidirectional 

LSTM could get an F1-score of 0.88 for recommendation 

classification and 0.93 for sentiment classification using the 

bidirectional LSTM. 
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I. INTRODUCTION 

  

With the ongoing growth of the e-commerce sector, 

consumption has increased, and business competition has 

risen, making it tough for customers to pick among a range 

of identical items. Consumers' evaluations of the purchasing 

process and use value of commodities are transferred from 

consumers to merchants and consumers to consumers 

through e-commerce online reviews. If customers are happy 

with their purchases, their reviews may assist other 

customers in making judgments. On the contrary, it has a 

negative impact on the product's sales and the merchant's 

reputation [1]. As a result, online text reviews are very 

important to the growth of the e-commerce business. 

 

The practice of evaluating and interpreting the remarks, 

thoughts, and feelings made by persons with emotional 

tendencies is known as sentiment analysis. The capacity of 

algorithms to understand text has greatly increased as a 

result of recent developments in deep learning. Advanced 

artificial intelligence techniques used creatively can be an 

effective tool for conducting in-depth research. For mining 

internet reviews, sentiment analysis technology has been 

frequently deployed. The findings may aid firms in making 

changes to their future marketing strategy, such as 

examining the benefits and drawbacks of items in many 

areas in order to enhance product quality and customized 

suggestions [2]. 

 

Sentiment analysis is the process of gathering text data 

from a range of sources, identifying views, and categorizing 

the results as positive, neutral, or negative responses to a 

product, service, or brand using artificial intelligence (AI) 

[3]. While survey responses have always persisted in retail, 

the rise of e-commerce has propelled the study of sentiment 

analysis to new heights, requiring precision-targeted 

methods that delve deeper into client opinion. Companies 

are increasingly using social media monitoring as a 

technique for better understanding their consumers and 

improving their goods and/or services. Text analysis has 

emerged as an active topic of study in computational 

linguistics and natural language processing as a result of this 

shift. 

 

Text classification, a job that aims to group texts into one 

or more categories that may be performed manually or 

digitally, is one of the most common issues in the mentioned 

topic. In this approach, there has been a lot of interest in 

categorizing opinions expressed in social media, review 

sites, and discussion forums in recent years [4]. Sentiment 

analysis is a computer method that use statistics and natural 

language processing techniques to discover and classify 

views stated in a text, with the goal of determining the 

writer's polarity of attitude (positive, negative, or neutral) 

toward a subject or a product. Companies are increasingly 
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using this activity to better understand their customers via 

social media customer service or online review boards. 

 

Long short-term memory (LSTM) is a deep learning 

architecture that uses an artificial recurrent neural network 

(RNN). LSTM features feedback connections, unlike normal 

feedforward neural networks [5]. It can handle not just 

individual data points (such as photos), but also complete 

data streams (such as speech or video). Because there might 

be delays of undetermined length between critical 

occurrences in a time series, LSTM networks are well-suited 

to categorizing, processing, and generating predictions 

based on time series data. LSTMs were created to solve the 

issue of vanishing gradients that may occur while training 

standard RNNs [6]. In many cases, LSTM has an advantage 

over RNNs, hidden Markov models, and other sequence 

learning approaches due to its relative insensitivity to gap 

length. 

 

We use statistical analysis and sentiment classification to 

assess customer evaluations on women's clothes e-

commerce in this article. We begin by looking at the non-

text review variables discovered in the dataset (e.g., age, 

dress class bought, etc.) to see whether there is any link 

between these and consumer recommendation on the 

product. Then, for identifying whether a review text 

recommends the bought product or not, and for categorizing 

the user review attitude towards the product, we design a 

bidirectional recurrent neural network (RNN) with long-

short term memory (LSTM) [7]. 

 

II. RELATED WORK 

 
This section assesses prior work in the subject of text 

sentiment analysis that has been published. The majority of 
the work employs sentiment lexicons, machine learning, and 
deep learning. Table I shows the results of the comparison 
and literature review. 

 
1) On the foundation of metrics accuracy, precision, and 
recall values, L Dey et al. [8] compared two supervised 
machine learning algorithms, namely K-NN (K- Nearest 
neighbor) and Nave Bayes (NB). A movie review dataset 
was obtained from www.imdb.com. It was discovered that 
the Nave Bayes classifier outperformed the K-NN classifier. 
 
2) B. Shin, T. Lee, and J. D. Choi [9] devised an approach in 
which lexical embeddings and an attention mechanism are 
combined in CNNs. The tweets were utilized as the dataset. 
Calculating the F1 score is used to evaluate the procedure. 
The suggested approach outperforms the present ones. The 
attention method used aids in the reduction of noise for 
successful sentiment analysis. 
 
3)Y. Fang, H. Tan, and J. Zhang [10] suggested a multi-
strategy sentiment analysis approach that heavily relies on 
fuzzy set theory, machine learning theory, and a polarity 
lexicons-based method. Consumer evaluations were then 
analyzed using this hybrid method. It considers adversative 
conjunctions like "but," "while," "although," and others, as 
well as opinion operators like "say," "present," and 
"suggest," among others. If such terms appear in a sentence, 

it is considered neutral. SVM (Support Vector Machine) and 
NB (Nave Bayes) were the conventional machine learning 
methods employed in the experiment. This article uses a 
balanced dataset from website2 that includes 3000 positive 
and negative hotel customer reviews. A training set of 2500 
good and 3000 negative customer evaluations was sampled, 
while the remainder was sampled as a test set. This 
improved SVM (hybrid approach integrating multi-strategy 
sentiment analysis with SVM) improved accuracy (i.e. 86.35 
percent). In addition, when using the upgraded NB, the 
author noticed a 3.8 percent increase in accuracy. 
 
4) A sentiment multi classification approach was presented 
by S. Zhang et al. [11]. This approach combined a directed 
weighted model with sentiment analysis, extracting 
sentiment keywords as nodes from entities and their 
attributes, then framing a directed weighted correlation 
between two nodes to meet a set of requirements. Directed 
weighted linkages were used to depict node-to-node 
sentiment correlation. A directed weighted route is used to 
find similarities in feature nodes and to do sentiment 
classification analysis. Amazon Review Data was utilized as 
the source of the data (2018). The model's results were 
compared to the BERT model, and the experimental graphs 
showed that the suggested algorithm's CPU time was more 
efficient than the BERT model. 
 
5) Two approaches for sentiment categorization were 
suggested by M. R. Huq, A. Ali, and A. Rahman [12]. They 
proposed the Sentiment Classification Algorithm, which 
employed the K-Nearest Neighbor approach, and the 
Support Vector Machine, which used the second technique. 
Real tweets are used to verify the performance. The results 
obtained by the proposed algorithm are superior than SVM 
in terms of experimental validation. 
 
6) A combination of two deep learning approaches, CNN 
(Convolutional Neural Network) and K means clustering 
algorithm, was suggested by B. S. Lakshmi, P. S. Raj, and 
P. R. Vikram [13]. The performance of CNN and KNN was 
then compared to CNN with K means clustering in this 
work. On the basis of experimental validation, the first 
combination provided better results for smaller datasets, but 
CNN paired with the K means clustering approach offered 
better results for bigger datasets. 
 
7) A. S. Manek et al. [14] proposed a technique for 
categorizing data that employed gini index-based feature 
selection and an SVM classifier. The data set for this project 
was a massive movie review dataset. The provided approach 
was shown to be less accurate in comparison to other 
methods based on the results of the experiments. 
 
8) G. Preethi et al. [15] presented a recommendation system 
based on the cloud (RDSA). For sentiment analysis of 
reviews, this model combined the use of Recursive Neural 
Networks (RNN) with deep learning. Deep learning was 
used in this work to optimize suggestions based on 
sentiment analysis, which was performed on three separate 
reviews. The author looked into the datasets and looked into 
their statistical aspects before implementing the Nave Bayes 
baseline classifier and the RNN. The system's performance 
was then evaluated by comparing the Nave Bayes and  



 
 
 
 
Recursive Neural Networks. The results of the trials showed 
that using a deep neural network based on RNN improved 
the fidelity of sentiment analysis, resulting in better 
recommendations for the user and aiding in the selection of 
a particular location depending on the user's requirements. 
 
9) L. Yang et al. [16] introduced the SLCABG model, a 
sentiment analysis model that combines the Convolutional 
Neural Network (CNN) with the attention-based 
Bidirectional Gated Recurrent Unit (BiGRU) to support the 
sentiment lexicon. The advantages of sentiment lexicon and 
deep learning technologies are combined in this model. 
Because it combines the benefits of sentiment lexicon with  

 
 
 

 
learning technology, it solves the disadvantages of existing 
sentiment analysis models for product evaluations. Initially, 
sentiment lexicon is recruited in order to enhance the 
sentiment characteristics found in the reviews. Following 
that, the CNN and the Gated Recurrent Unit (GRU) network 
are used to extract main sentiment characteristics as well as 
contextual information. The data for this study came from 
the book reviews on the website dangdang.com. The 
accuracy, precision, recall, and F1 score were used as model 
assessment metrics in this research. The suggested model 
has a 93.5 percent accuracy rate in experimental validation, 
which was higher than the NB, SVM, and CNN models. 
 



10) M. U. Salur and I. Aydin [17] combined character-level 
embedding with LSTM, GRU, BiLSTM, and CNN deep 
learning algorithms. The team proposed a hybrid technique 
for sentiment categorization. The major goal of this strategy 
was to improve classification performance by combining the 
capacity of several word representations with different deep 
learning algorithms. CNN could easily recognize feature 
extraction in the immediate neighborhood. LSTM can also 
extract valuable features from datasets with persistent 
dependencies, such as natural languages and signals. The 
datasets used were compiled from user-generated tweets 
about a GSM provider in Turkey. F1, kappa, and Recall 
were the performance matrices employed. When compared 
to the prior CNN model, this M-hybrid model had a higher 
accuracy rate of 82.14 percent during experimental 
validation. 
 
11) C. Chen, R. Zhuo, and J. Ren [18] proposed a Gated 
Recurrent Neural Network with inter-opinion connections. 
The accuracy of this approach was 92.6 percent. 
 
12) L. Zhou and X. Bian [19] presented a Bi Directional 
Gated Recurrent Unit (BiGRU) for categorization, together 
with an attention mechanism. This approach was shown to 
be useful for text categorization and produced better results 
than previously utilized methods, with a 93.1 percent 
accuracy rate.  
 
 

III.  DATA AND EXPERIMENTS 

 

 

A. The Dataset 

 

The dataset for this research was the Women's Clothing 

E-Commerce Reviews. Because this dataset contains 

evaluations made by actual consumers, it has been disguised 

by removing customer names and replacing references to the 

firm with "retailer." [20] 

  

There are 10 feature variables and 23486 rows in this 

dataset. Overall frequency distribution across dataset 

characteristics and labels is shown in Table 2.  

 

 
 

Table 2: Dataset Feature Frequency Distribution. 

 

B. Data Analysis 

 

In this paper, we look at the dataset's properties and how 

they affect user recommendations and review sentiments. 

Four statistical studies are covered in this section. Table 3 

summarizes the dataset's statistical description. 

 

 
 

Table 3: An overview of Statistical Description of Dataset 

Features. 

 

a) Analysis on Univariate Distributions 

 

(1) Class Name: Figure 1 shows the frequency 

distribution of apparel classes most reviewed. The 

top three apparels are blouses, knits and dresses. 

 

 

 
 

Figure 1: The distribution of apparels by frequency 

in each class. 

 

(2) Department Name and Division Name: The 

frequency analysis of customer feedback by 

department and division is shown in Figure 2. This 

provides the e-commerce with information on the 

most popular consumer garment sizes and clothing 

kinds, i.e. general refers to clothing size and tops 

refers to fashion types. 

 

 

 

 

Figure 2: The frequency of apparel distribution per division 

and department. 

 



(3) Age and Positive Feedback Count: Customers 

between the ages of 35 and 44 were the most 

involved in evaluating bought items, as seen in 

Figure 3. Furthermore, the data indicates that they 

have by far the most favorable feedback on the 

things they have bought. We may draw two 

conclusions from this: (1) Because the age group 

35 to 44 is the most pleased in the range of 

consumers, the e-commerce entity in question 

should concentrate on sustaining this section, and 

(2) the e-commerce entity may investigate why 

other age groups are less happy than the 35 to 44 

age group. 

 

 

Figure 3: The frequency distribution of age and 

positive feedback 

 

(4) Word Length: Figure 4 demonstrates that 

customers had essentially the same number of 

vocabulary in their evaluations independent of 

review quality, garment type, or suggestion. 

 

Figure 4: The frequency distribution of review 

texts per department, rating and recommendation 

 

(5) Rating, Recommendation, and Label: The 

majority of assessments were favorable, as seen in 

Figure 5, implying that customers are fairly 

satisfied with e-commerce. A review with a 

suggestion may be seen as axiomatically implying 

a better rating and favorable attitude. However, the 

processing of feelings was based on a positive 

threshold of 3 and a negative threshold of 0 for the 

remainder. 

 

Figure 5: The frequency distribution of 

recommendation, review ratings, and labels. 

 

(6) Top 60 Clothing ID: Figure 6 illustrates the IDs of 

the top 60 e-commerce apparel reviews. According 

to, the garments with clothing IDs 1078, 862, and 

1094 are from the common subdivision and dresses 

apparently kind, and have a favorable title review 

of "Beautiful dress." 

 

 

 

 

 

 

 

Figure 6: The frequency distribution of top 60 items per 

clothing ID 

 

b) Analysis on Multivariate Distributions. 

 

(1) Class Name by Department Name: Figure 7 

shows the supremacy of dress among clothing 

kinds, which is backed up by Figure 8. 

 

 

Figure 7: The cross tabulation for apparel per 
department and class. 

 

 

 
Figure 8: The normalized cross tabulation for 

apparel per department and class. 

 



(2) Class Name by Division Name: Figure 9 shows 

that general-sized tops, dresses, and weaves are the 

most popular garment kinds. However, 10 reveals 

that the majority of dress ratings come from 

women in typical tiny sizes. 

 

Figure 9: The cross tabulation for apparel per class 

and division 

 

 

 

Figure 10: The normalized cross tabulation for 

apparel per class and division. 

 

(3) Division Name by Department Name: The 

supremacy of general-sized tops is seen in Figure 

11, and this conclusion is supported by Figure 12. 

 

 

 

 

 

Figure 11: The cross tabulation per division and 
department. 

 

 

 

 

Figure 12: The normalized cross tabulation per division 

and department. 

 

 

 

(4) Age by Positive Feedback Count: Figure 13 

illustrates a minor relationship between age and 

good review feedback. According to the graph, the 

age range of 35 to 44 appears to be the one that 

provided the most favorable response. 

 

 

 
 

Figure 13: The scatter plot for age and positive 

feedback count. 

 

(5) Rating by Recommendation: Figure 14 backs up 

the idea that a review rating reflects its 

recommendation status, with a higher rating 

indicating a recommendation and vice versa. 

 



 

Figure 14: The frequency of rating by 

recommendation indicator. 

 

(6) Recommendation by Department Name and 

Division Name: Figure 15 backs up what was 

found in Figure 11. 

 

 

Figure 15: The percentage frequency of 

recommendation indicator. 

 

(7) Rating by Department Name and Division 

Name: Figure 16 depicts the rating distribution's 

consistency. 

 

 
 

Figure 16: The percentage frequency of review 

rating by department name and division name 

 

c) Multivariate Analysis and Descriptive Statistics. 

 

(1) Average Rating and Recommendation by 

Clothing ID Correlation: Figure 17 examines the 

relationship, if any, between a product's average 

rating and the customer reviews for that product, as 

categorized by garment ID. The correlation matrix 

indicates that there is no such association between 

the variables studied, but it does show a significant 

0.8 correlation between rating and suggestion. The 

previously indicated correlation coefficient 

supports the premise of a link between rating 

and suggestion. 

 

 
 

Figure 17: The correlation matrix grouped by 

clothing ID for average rating and 

recommendation. 

 

(2) Average Rating by Recommendation: Figure 18 

depicts consistency in rating and recommendation, 

i.e., when a review has a recommendation, the 

ranking is beneath the highest benefit of rating; 

when a review does not have a suggestion, the 

evaluation is halved. 

 

 
Figure 18: The average rating frequency per 

division department, and recommendation. 

 

d) Word Frequency Distributions. 

 

(1) Most Frequent Words in Low-rated Comments: 

Because Figure 19 is a term cluster for low-rated 

reviews, it's safe to infer that the terms in this 

figure correspond to what's written in the reviews. 

 
 

Figure 19: Most Frequent Words in Low-rated 

Comments 



(2) Most Frequent Words in Highly-rated 

Comments: Because Figure 20 is a word cloud for 

high-rated reviews, it's safe to infer that the terms 

in this image correspond to what's stated in the 

comments. 

 

 

Figure 20: Most Frequent Words in Highly-rated 

Comments 

 

(3) Titles: The most common terms in a reviewer title 

are shown in Figure 21. Only the phrase "flaws" 

seems to signify a poor review, but it does not 

mean the whole product evaluation is unfavorable. 

It's worth noting that this glossary only takes into 

consideration the frequency of words in titles, not 

phrases. In other words, negative word indicators 

may have counter-words, but they did not make it 

into the word cloud. The same may be stated of 

positive word signals in the word cloud, since it 

excludes any negators if any exist. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 21: Most frequent words used for review 

title 

 

(4) Word Clouds for Division Names: Figures 22 and 

show the most common terms in product reviews 

from the "intimates" division; Figure 23 shows the 

most common words in product reviews from the 

"general" division; and Figure 24 shows the most 

commonly used words in product information from 

the "general petite" segment. Further research into 

such word clouds may provide some important 

information about client acceptance by division. 

 

 
 

Figure 22: Most frequent words used in intimate apparels. 

 

 

 
 

Figure 23: Most frequent words used in review texts in 

general-sized apparel 

 

 

 
 

 

Figure 24: The most frequent words used in review texts in 

petite-sized apparels. 

 

C. Dataset Preprocessing 

 

(1) Text Cleaning: Delimiters like \r and \n were 

eliminated to clean the user review texts. 

 

(2) Word Embeddings: The words in review texts 

were mapped to the vector space using GloVe word 

embeddings. GloVe (Global Vectors for Word 

Representation) is an unsupervised learning 

approach for obtaining word vector representations 

[20].  

 

(3) Sentiment Analysis: NLTK's sentiment analyzer 

was utilized to automate the process of manually 

labeling the review texts. As a result, the intuitive 



labeling of review texts that had a rating threshold 

of 3 (i.e., if a review rating is more than or equal to 

3, it is deemed positive feedback; otherwise, it is 

considered negative feedback) has been abandoned. 

The above-mentioned manual, intuitive 

categorization has the drawback of overlooking 

certain neutral feelings. As a result, NLTK 

employs a sentiment analyzer [24]. The frequency 

distribution of attitudes per suggestion is shown in 

Figure 25. 

 

 

 

Figure 25: The frequency distribution of recommendation 

and sentiment 

 

 

IV. METHODOLOGY 

 

A. Machine learning libraries used 

 

The bidirectional recurrent neural network (RNN) with 

long-short term memory (LSTM) [26] was implemented in 

this research using Keras [25] and Google TensorFlow. The 

numpy [27] and pandas [28] Python libraries were utilized 

for data preparation and handling. Finally, the matplotlib 

[29] and seaborn [30] Python libraries were utilized for data 

visualization. 

 

B. Machine Learning 

 

Given that the issue at hand is a sentiment classification 

job, the best machine learning technique to use is a recurrent 

neural network (RNN). However, we know from the 

literature that a vanilla RNN has diminishing gradients. As a 

result, we employed the RNN with long-short term memory 

(LSTM) units, which was created specifically to handle the 

situation at hand [31][32][38]. We also used a bidirectional 

RNN with LSTM to better capture the context of terms in 

the review articles (see Figure 26). That is, the model can 

learn the context of a text sequence from the "past" to the 

"future" and vice versa. As a result, the model gains a better 

understanding of each review text. 

. 

Bidirectional recurrent neural networks: Bidirectional 

recurrent neural networks (BRNN) are neural networks that 

link two hidden layers with opposing orientations to the 

same output. The output layer of this kind of generative 

deep learning may collect knowledge from both past 

(backwards) and future (forward) states at the same time. 

The BRNN idea is to divide the neurons of a standard RNN 

into two paths, one for positive time (ahead states) and the 

other for negative time (back states) (backward states). The 

outputs of the two states are not related to the inputs of the 

states in the opposite manner [33][34][35]. 

 

 

 
 

Figure 26: Bidirectional RNN 

 

A standard Bidirectional RNN transfers input 

sequences x to target sequences y, with loss L(t) at each 

time step t, according to its computation. The RNN cells s 

propagate data forward in time (towards the right), while the 

RNN cells s ′ propagate data backward in time (towards 

the left) (towards the left) [6]. Thus, at each time step t, the 

output units o(t) may profit from a relevant summary of the 

past in its s(t) input, as well as a relevant summary of the 

future in its s’(t) input (before applying an activation 

function to obtain y). 

 

Long short-term memory: LSTM is a deep learning 

architecture that uses an artificial recurrent neural network 

(RNN) [38]. LSTM features feedback connections, unlike 

normal feedforward neural networks. It can handle not just 

individual data points (such as photos), but also complete 

data streams (such as speech or video). A cell, an input gate, 

an output gate, and a forget gate make up a typical LSTM 

unit [39].  

 

Why Bidirectional RNN with LSTM: Classic RNNs, in 

principle, may monitor arbitrary long-term relationships in 

input sequences. Because of the calculations involved in the 

process, which employ finite-precision numbers, the long-

term gradients that are back-propagated may disappear, that 

is, they can trend to zero, or explode, that is, they can go to 

infinity, while training a vanilla RNN using back-

propagation. Because LSTM units enable gradients to flow 

unmodified, RNNs utilizing LSTM units partly address the 

vanishing gradient issue [36][37]. 

 

The LSTM gate equations, which we built using 

Google TensorFlow, are shown below [6]. 

 



 
 

 

Where, f is the forget gate, which "forgets" non-essential 

model information; I is the input gate, which receives fresh 

data input at a certain time step st; and C is the candidate 

cell state value of each LSTM cell; C is the cell state value 

to be passed on to the next RNNLSTM cell; o is the output 

gate that determines what the cell state will output; and h is 

the cell state output derived from the cell state value as well 

as the determined output. 

 

On the dataset, we used this machine learning 

model to solve two text categorization problems: 

 

(1) Recommendation categorization assesses whether or not 

a review text recommends the product under consideration. 

 

(2) Sentiment categorization, which establishes the tone of 

the review text in relation to the acquired item. 

 

V. EVALUATION AND RESULTS 

 

The data was divided in a 60/20/20 format, with 

60% of the training dataset, 20% of the validation dataset, 

and 20% of the testing dataset. 

 

Table 4 illustrates the hyper-parameters utilized in the 

experiments using the Bidirectional RNN-LSTM. These 

hyper-parameters were generated at random since hyper-

parameter tweaking requires more processing resources. 

Table 5 demonstrates the Bidirectional RNN-test LSTM's 

accuracy and test loss in both recommendation and 

sentiment categorization studies. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 4: Hyper-parameters  

 

 

 

 

 

 

Table 5: Test accuracy and Test loss using Bidirectional 

RNN-LSTM 

 

Take notice, however, that the frequency 

distributions for classes in recommendation and sentiment 

are both skewed, i.e., there are more recommended courses 

than not recommended classes, and there are more positive 

feelings than negative and neutral sentiments combined. 

This is problematic because the model will create a biased 

classification in favor of the class with the largest frequency 

distribution. As a result, we look at Table 6 for a statistical 

report on suggestion categorization. 

 

 

 
 

Table 6: Statistical Report on Recommendation 

Classification 

 

 

Figure 27: Recommendation classification confusion matrix 

 

 

Table 6 reveals that negative class has a worse 

predictive performance in the recommendation classification 

issue, as seen in Figure 27's confusion matrix (where 0 

represents not recommended class and 1 represents 

recommended class), confirming our conclusion. We 



examine the ROC curve for the outcome to assess how well 

the model performs on a pretty fair scheme (see Figure 28). 

 

 

 

 
 

Figure 28: Recommendation indicator ROC Curve for 

binary classification 

 

 
 

Table 7: Statistical Report on Sentiment Classification 

 

Table 7 backs up our results on biased 

categorization in favor of the class with the largest 

frequency distribution, which is corroborated by Figure 29's 

confusion matrix (where 0 represents the negative class, 1 

represents the neutral class, and 2 represents the positive 

class). In this report, we can observe that the model had a 

worse predicted performance for negative and neutral 

feelings. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 29: Sentiment classification confusion matrix 

VI.  CONCLUSION 

 

 

Sentiment analysis, often known as opinion mining, is a 

branch of research that examines people's feelings, attitudes, 

and emotions about certain entities. On the Women's 

Clothing E-Commerce dataset, this study addresses a basic 

topic of sentiment analysis. In this project, we successfully 

constructed an autonomous sentiment and suggestion 

categorization system that learns from a huge collection of 

E-commerce women clothes reviews using machine learning 

methods. Sentiment analysis is a popular technique for 

extracting useful information from big volumes of data. 

Despite the dataset's skewed class frequency distribution, 

the empirical evidence given in this work suggests a 

reasonably high-performing prediction performance on both 

suggestion classification and sentiment classification. This 

finding backs up the assertion that Bidirectional RNN-

LSTM catches the context of review texts better, resulting in 

superior prediction performance. However, for a fair 

comparison, we propose using a uni-directional RNN-

LSTM on the identical classification tasks to back up this 

claim. 

 

Hyper-parameter adjustment is required to enhance the 

model further. Due to computational constraints, this 

investigation was confined to a set of hyperparameters 

picked at random. Furthermore, kfold cross validation may 

provide us with a deeper understanding of the model's 

prediction ability. 

 

Despite the constraints of this study's experiment, it can 

be concluded that the Bidirectional RNN-LSTM model 

performed well (with F1-score of 0.88 for recommendation 

classification, and 0.93 for sentiment classification). 

Furthermore, the categorization problem's statistical metrics 

may be regarded adequate. 
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